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Nowadays, enormous document resources exist on computer networks and help
people’s intellectual production activity. While, because everyone can publish
their own resources easily, there are too many documents on the Internet and it
comes difficult for a user to find documents he/she really wants. To solve this, it is
required that documents be structured by adding some kind of “metadata” to
explain the contents. But, most documents are written in natural language and
difficult to be added metadata beforehand by the author. So, technology to
structure documents automatically is required.

Recently, machine learning based semantic analysis of sentence (Semantic
Parsing or Semantic Role Labeling) makes rapid advance. In English Semantic
Parsing, phase-structure based constituency tree of sentence improves
estimation accuracy considerably. But constituency tree corpus has large cost to
provide and is not ready in other languages. So, this paper proposed
dependency-structure based semantic parsing method. Dependency is primitive
syntactic structure of language, so dependency tree has less production cost than
constituency tree. By the same token, dependency structure is adopted for a
common standard of multi-language document annotation. Because of this, if it is
possible to analyze semantics of sentence using dependency tree instead of
constituency tree, you can easily construct a semantic parser.

In this paper, I invented a machine learning based semantic tagging system
using sentence dependency-structure. The system uses Support Vector Machines,
learned from dependency relation of sentence in EDR corpus, for estimation of
word-by-word semantic relations. Furthermore, I proposed a bootstrap method of
sentence parsing that analyzes dependency-structure and semantic relation
alternately. These two analyses boost their performance each other. As a result of
evaluation experiment, proposed systems achieved comparable accuracy with
existing semantic parsing systems that use phrase-structure based rich syntactic
features. Additionally, I applied this method to Japanese semantic analysis and
achieved fine performance.

These results indicate that it is possible to analyze sentence semantics only using
dependency structure that is less language-sensitive. And I can show the
prospect that dependency-structure based semantic analysis can accelerate
multi-language semantic structured document making.
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